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- Alice and Bob want to communicate through an
untrusted and possibly Byzantine relay, Romeo. Thus

our goal is the following:
- Detect and if possible correct any malicious activity of Romeo
- Minimize redundancy as not to incur any penalty if Romeo is not

malicious | .
- Design for all possible attacks by Romeo, making no

assumptions about type of attack
- Additionally we feel it is important to investigate the
following:
- Relationship between secrecy and integrity
- How successful modification of symbols by Romeo changes

what Romeo can learn about the transmitted sequences
- When can the channel alone provide integrity versus when

coding is required

» AN x M stochastic matrix A is manipulable if there exists a N x N stochastic
matrix ® such that

A = A.
» Slap-Happy from [1, problem 2.7]
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» For any x™ chosen uniformly random over [X|U](u"), then

Pr (x” € Thqu (™[ ) T[’}qU](v")‘ x" e T[X|U](u")) = max 2~ "(X:V|U)
~ If the matrix defined by A; j = Py x(uj|x;) is not manipulable, then
minI(X; V|U) =0 — v =u".

- Strong Integrity

» Channel provides integrity
» Decode and Detect
» For any v” such that ||v" — u"|| > €

Pr(v" € Tlh(X)|u" € Th(x")) < 27

- Weak Integrity

» Coding provides integrity
» Decode or Detect
» For any v" such that ||v" —

Pr (Elxg € Cy : V" € Tiyx, x,) (X1 X2)|3% € €5 : U™ € Ty x x (X7 X )) < 27"
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. Gan be extended to different channels, such as:

- One-Way Relay
- Multiple (possibly Byzantine, but uncooperative) Relays

. Secrecy
- Integrity is not obtained through secrecy but relies upon same

basic assumptions of secrecy, I.e., their exist multiple possible
transmitted sequences (x") for every received sequence (u")
- The random coding practices are easily extended to cover

secrecy
- For secret key exchange, the techniques easily show that a large

portion of the keys have the same probability of occurrence,
which is strictest definition of secrecy possible
- Does not use hash functions

- Authentication |
- This work on integrity can be viewed as the analog to

authentication first introduced by Maurer [2]
- Same techniques that can be used to prove integrity can be used
on authentication, but allow it to be done with random coding as

opposed to hash functions

- Continuous Distributions | | |
- For finite, or polish, alphabets the method to prove integrity easily

extends to continuous distributions
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The capacity region with guaranteed information integrity is the closure of the
convex hull of all (Ry, Rs) satisfying

Ry < I(Xy; U|X3)

Ry < 1(Xa; U[Xq)

for some Py, x,, x,(U; X1,X2) = Py, x, x,(U|X1,X2) Px, (X1) Px,(X2).

» Can either detect or correct any manipulation
» Capacity region (when relay is not being malicious) is equal to that of a trusted

relay
» Does not require any special code, random coding alone sufficient for proof

» Can be generalized to fit more complicated channel models
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