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Objectives

Our main Goals are:

Defining Atypicality:.

Finding Atypical subsequences.

Finding the probability that a sequence of
length [ is classified as atypical.

Finding the probability that a given sample is
a part of an atypical subsequence of any
length.

Introduction

Information theory is generally a theory of typicality.
For example, compressing data using the Asymp-
totic Equipartion Property (AEP) can be done by
throwing away all sequences that are not typical.
Our perspective in this paper is that the value of
data lies not in these typical sequence, but in the
atypical sequences. With the enormous amount of
data generated with modern technology and avail-
able through data networks and the internet ('Big
Data'), our perspective is that most of this data is
background noise. What is valuable are the outliers
from this background noise. What is an atypical se-

quence? Consider throwing a fair coin. If we get
a sequence a 100 consecutive heads, we would be
surprised. If we were in a casino, security would
scrutinize our gambling. Yet, a sequence of 100 con-
secutive heads does not contradict the laws of prob-
ability for a fair coin. In fact, for a fair coin the
sequence of 100 consecutive heads has exactly the
same probability as any other sequence. Now sup-
pose we instead used a biased coin with probability
0.99 of getting a head. A sequence of 100 heads
would not be unexpected; in fact a sequence with 99
heads would be the most likely. The causes of the
two outcomes are different. Yet, for a casino both
sequences would be worthy of scrutiny. We call the
first type of sequence intrinsically atypical, while the

second type will be called extrinsically atypical.

Detfinition

A sequence is atypical if it can be described (coded) with fewer bits in itself rather than using the (optimum)
code designed for typical sequences.

Finding Atypical Subsequces in
Binary 11D Sequences

Consider a sequence of random variables {x|n|,n =
—00,...,00} from a finite alphabet A. The se-
quence is generated according to a probability law
P (at first vaguely specified). In this sequence
is embedded (infrequent) finite subsequences X; =
{x|n|,n = n;,...,n; +[; — 1} from the finite al-
phabet A. which are generated by an alternative
probability law P, which is unknown.

In the following we consider a very simplified model
where the typical sequences are iid (identically, inde-
pendent distributed) so that the probability law P is
specified by the single parameter p = P{x|n|] = 1}.
The alternative law Py is also iid with § = P{z[n] =
1} # p. According to universal source coding, in
a sequence with k£ ones, the total code length of
the universal code for atypical sequences is approx-

imately
3
Ly(l) = IH(p) + , log(l) + 7 (1)
Where .
23 — ZZXz' (2)

The code length for the sequence coded according
to the optimum code for the the typical probability

law P is approximately
1 1

l(plog(p)Hl p)log(, p)) (3)
S0 difference between these to code length will leads
to the following hypothesis test for atypical se-
quences

D(glp) > "2 “

Theorems

In this section, we will answer to two of our princi-

pal questions: What is the probability of a sequence
of length [ be classified as atypical and what is the
probability that a given sample be a part of an atyp-

ical subsequence of any length.

Theorem 1. Consider an iid {0, 1} —sequence with
P(X = 1) = p. The probability P4 that a sequence
of length [ is classified as atypical according to (4)

is bounded by

1

—7+1

th( T)=1 (5)

Theorem 2. Consider the case p = l The proba-
bility Pa(X,,) that a given sample X is part of an
atypical subsequence of any length is upper bounded
by

PA(X,) < (KT + K277 (6)
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Figure 1. The top figure shows the probability of a sequence

of length [ being atypical with 7 = 1,p = % The bottom

figure shows the probability of a given sample being part of an

intrinsically atypical sequence of any length, with p = 2.

Universal Source Coding

A natural way to extend the simple example to non-
IID sequences is universal source coding. Here we
will use the Context Tree Weighing (CTW) algo-
rithm. Consequently, for every bit of the data we
calculate

AL(n) = min La(X(1)) — Lr(X(1) (7
Where LA(X(l)) and Lp(X(l)) are the length of

atypical sequence and typical sequence, respectively.

Application Example

As application we take HRV (heart rate variability).
Here is the result of the algorithm on HRV:
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Figure 2: THRV signal with premature beats.
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